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Abstract

On the internet, the scale of user-generated content reaches exuberant numbers of 
photos, videos, and posts. Social media websites must moderate this content to ensure 
that it befits their community standards. To do so, these companies hire commercial 
content moderators (CCMS) who are responsible for viewing flagged content. The job of 
CCMs requires viewing thousands of hours of video and photos that often contain
violent and horrific imagery that can lead to trauma. However, CCMs and the traumatic 
nature of their work are largely invisible to the public eye. 

In this proposal, I have designed an experiential, multimedia exhibit for the public to gain 
a better understanding of the work of CCMs. This proposal includes a storyboard 
walkthrough and mock-up video of the exhibit in which viewers partake in a “game” 
simulating being a CCM. While viewers play the game, video cameras film them and 
manipulate their faces to age as a demonstration of the emotional toll of being a CCM.





What is the scale of content posted?

350M photos/day 720K hours video/day 500M tweets/day

https://www.internetlivestats.com/



Who are content moderators?

“The workers act as digital gatekeepers for a 
platform, company, brand, or site, deciding 
what content will make it to the platform and 
what content will remain there.” (Roberts, 2016)

Statistics: 

● $11.8B Industry
● 700-2,000 posts viewed per day (Facebook)
● Must sign NDAs
● Mostly contract workers with low wages
● Facebook = 15,000 workers
● Youtube = 10,000 workers
● Twitter = 1,500 workers



Who gets hired as a commercial content moderator?

“During my interview and before the interview 
there was a written test thing, and there they were 
very clear that like, you are going to see 
disturbing content, this is not necessarily the 
easiest job, emotionally speaking. So I think they 
made it very clear before I started, during the 
written part of the interview, and communication 
between my offer and start date that it was 
serious material—not something that you can just 
kind of bullshit your way through, like, you have to 
be very prepared for this” (Roberts, 2019; p. 77)

Young College Graduates Business Processing Offshoring 
(BPO) Professionals

“John arrived at commercial content moderation 
as a sort of consolation prize for having failed the 
employment examination that Douglas [Staffing] 
administered to potential workers hoping to get a 
position on live calls. In some aspect of that 
process—whether their ability to think on their 
feet, to speak in colloquial, Americanized English, 
or some combination of the two—their skills were 
deemed insufficient, and they were relegated to 
the commercial content moderation work that 
Douglas [Staffing] also undertook” (Roberts, 
2019; p. 178)

Individuals hired as content moderators are not always fully 
aware of the work that they will be doing



What type of content 
do moderators view? 

“This can include a wide range of material, but often focuses on 
content that is highly sexual or pornographic, depicts the abuse 
of adults, the abuse of children (physical and/or sexual), the 
abuse and torture of animals, content coming from war zones 
and other areas besieged by violent conflict, and any material 
that is designed to be shocking, prurient or offensive by nature. 
This is the material that CCM workers seek out, view and 
adjudicate, second by second of their entire working day, only to 
do so again the next.”  (Roberts, 2016)
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Humans vs AI: Why isn’t content moderated only by algorithms? 

“Ideally, algorithms would automatically detect 
and filter out such content, and machine learning 
approaches toward this end are certainly being 
pursued. Unfortunately, algorithmic performance 
remains today unequal to the task in large part 
due to the subjectivity and ambiguity of the 
moderation task, thus making it necessary to fall 
back on human labor (Roberts 2018a; Roberts 
2018b). While social platforms could ask their 
own users to help police such content, such 
exposure is typically considered untenable since 
these platforms typically want to guarantee their 
users a protected Internet experience, safe from 
such exposure, within the confines of their 
curated platforms” (Dang, Riedl, & Lease, 2020)



What are the effects of this work? 

“You know, since I took this job, I’ve 
really been drinking a lot. I just 
come home at night, I don’t really 
want to talk to anyone.”

“To date, no scientific studies have been 
conducted quantifying the prevalence of 
PTSD among moderators” (Steiger, 
Bharucha, Venkatagiri, Riedl, & Lease, 2021)

● Journalists → anxiety, depression, or PTSD
● Emergency Dispatchers → peritraumatic stress
● Sex-trafficking Detectives → secondary traumatic 

stress (STS), burnout, low compassion and 
declines cognitive abilities, memory, mental 
health, and overall well-being



Scholarship and Research



Documentary Film: “The Cleaners” (2018)

See full trailer here: https://www.youtube.com/watch?v=iGCGhD8i-o4



How can we make the 
emotional toll of 

commercial content 
moderation more visible?



The exhibit begins with a curtain-covered doorway and wall mural made of screens. 
The screens show videos of aging faces and of CCTV footage of people working on 
computers. Viewers are unaware of what this footage means but are told they can 
learn more by entering through the doorway into the next room.



The room is composed of six computer stations and a pylon in the center. Viewers go 
to an open station and once the finish they exit through a second doorway on the 
opposite side of the room from which they entered. 

Doorway 1

Doorway 2
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The center pylon shows a looped video of a person in business clothes (the 
supervisor) intensely staring at the computer stations. The top of the pylon also 
has CCTV cameras that connect to the screens outside the room to live display the 
people inside.

Looped video of intensely 
staring supervisor

CCTV cameras



Headphones 
& mouse

Webcam

Monitor

Heart-rate 
monitor

Light either red or blue

Each computer station has a monitor, mouse, headphones, web camera, and overhead 
light that either has a cool blue color or bright red color. Only one person can be 
at a station at a time. Once at the station, the player sees a prompt explaining 
that the game is categorizing violent and non-violent videos for a social media 
platform.



The heart monitor captures whenever a player’s heart rate goes into a “stress zone” 
(measured by BPM). This triggers two actions. First, it changes the light at the 
computer station to red. Second, it begins to gradually add an age filter to the 
video recording of the player’s face. 



When a player incorrectly categorizes one of the videos in the game, the game ends. 
They are then prompted to see a playback of their results. 



The player watches the footage of themselves captured by the webcam. This footage 
displays the face age filter that had been applied throughout the game whenever they 
were in the stressed heart-rate zone. Thus, the longer they played and the more 
instances of stress, the older the player will become in the playback footage.



See full video here: https://vimeo.com/717282869



The player then exits the room to a display identical to the entrance. However, now 
they can see that their aging video has been added to one of the screens in the 
mural. Having done the game, they now understand the beginning of the exhibit. They 
can also read a debrief about content moderators and the traumatic impacts of the 
job.
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